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A large number of children die due to pneumonia every year worldwide. An estimated 1.2 million epi-
sodes of pneumonia were reported in children up to 5 years of age, of which 880,000 died in 2016.
Hence, pneumonia is a major cause of death amongst children, with high prevalence rate in South Asia
and Sub-Saharan Africa. Even in a developed country like the United States, pneumonia is among the
top 10 causes of deaths. Early detection and treatment of pneumonia can reduce mortality rates among
children significantly in countries having a high prevalence. Hence, this paper presents Convolutional
Neural Network models to detect pneumonia using x-ray images. Several Convolutional Neural
Networks were trained to classify x-ray images into two classes viz., pneumonia and non-pneumonia,
by changing various parameters, hyperparameters and number of convolutional layers. Six models have
been mentioned in the paper. First and second models consist of two and three convolutional layers,
respectively. The other four models are pre-trained models, which are VGG16, VGG19, ResNet50, and
Inception-v3. The first and second models achieve a validation accuracy of 85.26% and 92.31% respec-
tively. The accuracy of VGG16, VGG19, ResNet50 and Inception-v3 are 87.28%, 88.46%, 77.56% and
70.99% respectively.

� 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Convolutional Neural Networks (CNNs) are inspired from the
visual cortex of the brain and are used to solve difficult image-
driven pattern recognition tasks, recognizing linear and non-
linear patterns [1]. CNN is good for image classification as less
number of parameters and connections are required in such net-
works. This makes the training of such neural networks (CNNs)
far easier compared to other neural networks. Artificial Neural Net-
works, on the other hand, have difficulty in computing image data
in view of a high degree of computational complexity involved [2].
Six models are presented in this paper to detect pneumonia in
x-ray images, which will help control this deadly infection in chil-
dren and other age groups. Pneumonia is caused by bacteria,
viruses, or fungi in the air we breathe. The patient with pneumonia,
have serious inflammation in lung’s air sacs, which get filled with
fluid or pus, this makes it extremely difficult to breathe. Pneumo-
nia can be mild or life-threatening. Hence, timely detection and
treatment of pneumonia are critical for controlling high mortality
rates among children due to this infectious disease in developing
and developed countries [3]. Six neural network models presented
in this paper, diagnose pneumonia using x-ray images of the
patients [4].

Accuracy of the model is directly correlated with the size of the
dataset that is, use of large datasets help improve the accuracy of
the model, but there is no direct correlation between the depth
of the model and the accuracy of the model.

As humans apply their previously gained knowledge to under-
stand and solve new tasks, in a similar way, neural networks are
trained and tested on different datasets. The knowledge acquired
by the network can then be applied to train and test new datasets.
This process is known as Transfer Learning. In transfer learning, the
neural network utilizes previously gained knowledge to solve
newer tasks [29]. In neural networks, previously gained knowledge
would be weights and features. These networks save weights and
features from before and then use these to achieve high perfor-
mance on the target task [29]. Transfer learning models which
are available on Keras are Xception, VGG16, VGG19, ResNet and
its variants, Inception-v3 and its variants, MobileNet, DenseNet,
and NASNet. Transfer learning models used in this paper are
VGG16, VGG19, ResNet50, and Inception-v3 [5]. All of these
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models have been trained and tested on the ImageNet dataset. This
dataset contains about 15 million images belonging to 22,000 dif-
ferent categories and is the largest dataset for image classification.

VGG16, VGG19, ResNet50, and Inception-v3 are transfer learn-
ing models consisting of many layers [6]. One of the biggest prob-
lems faced when developing deep networks is vanishing gradient.
In vanishing gradient problem, during back propagation, the gradi-
ents become infinitesimally small, leading to loss of integral infor-
mation. Due to this, the accuracy of the network saturates and then
starts degrading. Different techniques have been employed by the
models used in this paper to overcome the vanishing gradient
problem. Training deep networks have certain restrictions viz.,
the dataset should be large, a large number of computational
resources are used to achieve high performance, and the process
of fine-tuning each parameter and hyper-parameter to achieve
the optimum results is quite mundane.

The research paper is organized into six sections: Section 1
introduces the topic and explains its importance. Section 2
explores work related to our model. Section 3 explains the method-
ology of the paper, explaining the architecture of a basic CNN
model and the specific models presented in this paper. This section
also explains the dataset used to train and test the six models. Sec-
tion 4 showcases the results achieved by each model, and Section 5
concludes the research paper. References are listed in Section 6.
2. Related work

The problem of classifying chest x-ray images into different
classes has been significantly explored in the field of medical diag-
nosis. Many research papers have been published, tackling this
problem. Rajpurkar et al. [4] trained a deep learning model to
detect pneumonia in chest x-ray images on the dataset ChestX-
ray14. Using ChXNet, which is a 121 layer CNN they classified chest
x-ray images at a level exceeding practicing radiologists. Apart
from detecting pneumonia, their model also detected 14 other dis-
eases. They compared the performance of their model with practic-
ing academic radiologists. Their model provides a state of the art
performance and hopes to improve the delivery of healthcare.
Guan et al. [16] developed an AG-CNN model approach to detect
thorax disease from chest x-ray images. This research has been
conducted on Chest X-ray 14 dataset. The classification was done
using two branch attention guided CNN. The two branches being
global and local pick up global and local cues to predict thorax dis-
ease. Heat maps are also used to train the CNN model. They com-
pared their model’s performance with other models. Their
approach outperformed various other models, having an average
AUC of 0.871.

Xu et al. [8] trained a CNN model for classification and segmen-
tation of brain tumor images of large dimensions. This model uses
data augmentation, feature selection, and feature pooling tech-
niques. The accuracy of segmentation and classification of this
model are 84% and 97.5% respectively. They presented their
approach in MICCAI 2014 Brain Tumor Digital Pathology Challenge.
Rubin et al. [14] presented a dual CNN which performs large scale
automatic recognition of front and lateral images of chest x-ray on
MIMIC-CXR dataset, which is the largest available dataset of chest
X-rays till date. This neural network is used to detect common tho-
rax disease. The dataset was divided into training data, testing
data, and validation data. 70% of the data was used for training,
20% was used for testing, and 10% for validation. Their model has
an average AUC of 0.721 and 0.668 for PA and AP, respectively.
They aim to improve their model’s performance by using data aug-
mentation and pixel normalization techniques to provide aid to the
workflow of the process to identify common thorax disease.
Lakhani et al. [15] trained a deep CNN for automated classifica-
tion of pulmonary tuberculosis from chest radiographs. AlexNet
and GoogLeNet, which are dual CNNs, were used for classification
purposes. The dataset was pre-processed before evaluation. Their
model had an astounding AUC of 0.99. Their model had a specificity
100% and sensitivity of 97.3%. CNN is used to detect and classify
abnormalities in frontal chest radiographs using deep convolu-
tional neural networks was trained by Cicero et al. [18]. The input
images were of the size 256X256 pixels. The AUC of the model is
0.964 with an average specificity and sensitivity of 91% showing
that deep convolutional neural networks can be developed with
high classification accuracy and can help in the diagnosis
procedure.

Anthimopoulos et al. [17] presented a CNN model to identify
interstitial lung disease patterns. Their model consists of 5 convo-
lutional layers, employing leaky ReLU activation function, average
pooling layers, and three dense layers. The dataset on which it was
trained contains seven classes, and the dataset has 14,696 images.
Their model had an accuracy of 85.5%. They hope to extend their
model to classify 3D images to be a supportive tool for diagnostic
purposes. Glozman et al. [19] presented a transfer model, which
is an extension to AlexNet to classify Alzheimer’s disease on the
ADNI database. Data augmentation technique was employed to
enhance the performance of the deep neural network.

Cho et al. [20] presented an ISC method which is based on incre-
mental learning. They used a dataset which comprised of cortical
thickness data. Their model achieved a specificity of 93% on the
classification of AD patients from HC subjects. Hemanth et al.
[21] dealt with the problem of the high convergence time period
for ANNs. They presented two models, which are MCPN and
MKNN, which classified MR images iteration free with high accu-
racy. They used sensitivity and specificity as performance mea-
sures for their models. Three new deep CNN models were
presented by Szegedy et al. [5] which are variants of the combina-
tion of Inception and ResNet models. Their model showed promis-
ing results. They achieved 3.08% top 5 error on the testing dataset
of ImageNet classification challenge.

The ability of deep CNN models to achieve groundbreaking
results on complex datasets was shown by Krizhevsky et al. [9]
achieving a top 5 error percent of 17%. The dataset used was the
ImageNet dataset. Dropout increased the efficiency of the model
considerably. Their network contains 60 million total number of
parameters and has five convolutional layers and max-pooling lay-
ers. Three fully connected layers were used to provide optimum
results. State of the art deep CNN model, which was submitted to
ILSVRC 2014 developed by Simonyan et al. [6] which was also used
in this paper achieved a 92.7% top-5 test accuracy on the ImageNet
dataset. Their model has multiple variants, being widely used for
classification purposes in medical research. This model was the
first model to introduce small kernel sized filters one after the
other instead of using one large kernel sized filter. He et al. [13]
presented the approach of residual learning for classification pur-
poses. This model introduces shortcut connections to improve per-
formance. The dataset used for training and testing was the
ImageNet dataset. This model was submitted to ILSVRC 2015.

Jaiswal et al. [26] presented a Mask-RCNN based identification
model for pixel-wise segmentation incorporating global and local
features. They introduced critical alterations in the training process
merging bounding boxes from multiple models. The performances
evaluated on chest radiograph dataset which depict potential
pneumonia causes. The quality of images is an imperative factor
in diagnosis of disease. Elhoseny et al. [27] proposed an optimal
bilateral filter to remove noise from the medical images. A detailed
review is presented by Chandra et al. [28] analyzing the filters to
reduce quantum noise in chest x-ray images.
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3. Methodology

The paper involves multiple steps, starting with the dataset
being imported from Kaggle. The dataset was pre-processed.
Thereafter, the dataset was divided into train and test sets, which
consisted of 5216 and 624 images, respectively. The six models
were trained on the training dataset, each with different architec-
tures [5]. Each model was trained for 20 epochs, with training &
testing batch sizes of 32 and one respectively. After training and
testing, the validation accuracy of models 1, 2, VGG16, VGG19,
ResNet50, and Inception-v3 were calculated. The following sub-
headings further explain the above stages in depth. The different
stages of the work is depicted in Fig. 1 with the help of a flow chart.

Algorithm 1.
Fig. 1. Flowchart of stages of proposed work.
Step 1: Pass 64 � 64 images through convolutional layer (32
feature maps, ReLU activation function)
y ¼ maxð0; xÞ(1)

Step 2: Output of previous layer passed through a 2D max
pooling layer of dimensions 2 � 2

Step 3: Input image size is set to 64 � 64 and passed through a
convolutional layer (64 feature maps, ReLU activation
function)

Step 4: Output of previous layer passed through a 2D max
pooling layer of dimensions 2 � 2.

Step 5:
a. For model 1, output is directly flattened
b. For model 2, the input image size is set to 64 � 64 and

passed through convolutional layer (128 feature maps,
ReLU activation function) output of which is passed
through a 2D max pooling layer of dimensions 2 � 2,
and then flattened.

Step 6: Output of previous layer passed through a fully connected
dense layer with 256 perceptrons (ReLU activation).

Step 7: Compile the model (Adam optimizer with learning rate of
0.001, Categorical cross entropy loss, softmax activation)

Cross entropy loss function for binary classification can be given
as Eq. (2),

CrossEntropyLoss ¼ �ðylog pð Þ þ 1� yð Þlogð1� pÞÞ(2)
where y is the binary indicator (0 or 1) and p is the predicted
probability.

Softmax function can be given as Eq. (3),
rðzÞi ¼ eziPK

j¼1
ezj

for i = 1, . . .. . .., K and z = (z1,. . .. . .. . .., zK) � RK

(3)

3.1. Dataset

The dataset used is available on Kaggle under the name ‘‘Chest
X-Ray Images (Pneumonia).” This 1.16 GB dataset contains 5216
images for training and 624 images for testing. Images in this
dataset are grayscale with the dimension of 64 � 64. The dataset
consists of three types of images - Normal, Bacterial Pneumonia,
and Viral Pneumonia. The dataset is available on the following

weblink: https://www.kaggle.com/paultimothymooney/chest-xray-

pneumonia.
Fig. 2 consists of three images where a normal chest x-ray

image shows no abnormal opacification in the lungs, lobar consol-
idation is exhibited in the x-ray images of the chest in case of Bac-
terial Pneumonia. More diffuse ‘interstitial’ pattern is observed in
both the lungs of Viral Pneumonia patients. The chest x-ray images
depicted above are of patients in the age group of one to five from
Guangzhou Women and Children’s Medical Centre, Guangzhou.
3.2. CNN architecture

CNN is a feed-forward neural network shown in Fig. 3. It con-
sists of four layers of processing- the convolutional layer, the pool-
ing layer, flattening layer, and the fully-connected layer [7]. The
following sub-headings give a detailed description of every layer
in the CNN architecture.
3.2.1. Convolutional layer
The input image is converted into a matrix form. The convolu-

tion operation is applied between the input matrix and a feature
detector/filter/kernel of dimension 3X3, and the result is a feature
map [8]. This process reduces the dimensions of the image, which
makes it easier to process the image. This also leads to loss of infor-
mation, but the integral parts of the image are retained by the fea-
ture detector [14]. Multiple feature detectors are applied to the
input matrix to obtain a layer of feature maps, which is our first
convolutional layer. Further pooling and flattening are applied on
this layer before these are fed into the fully-connected layer.
3.2.2. Activation functions
Two different activation functions were used in all six models.

These are ReLU and softmax activation functions. ReLU function
is the most widely used activation function. The rectified linear
function is a linear function which is applied to the convolutional
layer, consisting of feature maps. The ReLU function outputs one
if the input is positive. Otherwise, the output is zero [9]. The neural
network models that use ReLU function are easier to train and
achieve better performance than models which use other activa-
tion functions such as sigmoid or hyperbolic tangent activation
function as this function avoids and rectifies vanishing gradient
problem. The ReLU function [10] is denoted by f(x) as given in
Eq. (4) as follows:

f xð Þ ¼ max 0; xð Þ ð4Þ
Softmax is another activation function which is widely used.

Softmax function normalizes the inputs or logits into a probability
distribution. Sum of all output probabilities in the distribution is
equal to 1. Logits are outputs of the logit layer or the last layer of
the network. These are raw prediction values which range from
minus infinity to infinity. The cost function generally used with
softmax is categorical cross-entropy. Softmax activation function
has been used in all six models.

https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia


Fig. 2. Shows the ‘‘Chest X-Ray dataset (pneumonia), comprising of three types of images which are Normal, Bacterial Pneumonia, and Viral Pneumonia.

Fig. 3. CNN Architecture.
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3.2.3. Pooling layer
The purpose of pooling layer is to down-sample the input image

further. In other words, to reduce the dimensions of the input
image [6]. The number of parameters of the image is reduced,
hence reducing the computational complexity. The technique of
sub-sampling used in the models is max-pooling and average-
pooling. Max-pooling is a sample-based discretization process.
The pooling layer of dimension 2X2 works over each feature map
and scales its dimensionality using the ‘MAX’ function. Max-
pooling selects the highest pixel value from the window of the
image currently covered by the feature detector [8]. Max-pooling
helps models recognize the salient features in the image

Average pooling is another sub-sampling technique that calcu-
lates the average value from the window of the image currently
covered by the feature detector. Max-pooling is useful to recognize
salient features of the image, but average pooling helps the neural
network to identify the full extent of the image. Average pooling
technique retains more amount of information in comparison to
max-pooling.
3.2.4. Flattening layer & fully-connected layers
The pooled feature map is straightened out into a column so

that it can be fed into the neural network [1]. This enables the neu-
ral network to easily process the feature maps that are generated.
After the input image is fed through the convolutional and pooling
layer and the flattening layer, it is fed into the fully connected
layer. Input forward propagates calculating weights. The network
makes a prediction. Depending on the prediction, we calculate a
cost function, which in this case is categorical cross-entropy. The
cost function tells one how well a network is performing. The cal-
culation of the cost function is followed by back propagation,
tweaking weights, and feature maps to optimize the network. This
process of forward and back propagation takes place until the net-
work is fully optimized. Adam optimizer has been used in all six
models [11]. Adam is an optimization algorithm. Adam optimizer
is used to iteratively update the weights of the network based on
the training data. Adam optimizer is useful for networks, training
on large datasets or parameters, being easy to implement, compu-
tationally efficient, and requiring a small amount of memory.

3.2.5. Reducing overfitting
Dropout was employed in models 2, VGG16, VGG19, and ResNet

to reduce overfitting. Dropout technique sets the output of each
hidden neuron to zero with 0.5 probability. The neurons that are
initialized to zero do not participate in forward and backward
propagation [12]. This results in a reduction of complex co-
adaptations of neurons, as each neuron needs to do something use-
ful, without relying on other neurons in the same layer. Therefore,
neurons are compelled to learn several salient features that are
useful in conjunction. Data augmentation is another way of reduc-
ing overfitting. Learning rate was also changed in the models to
reduce overfitting. Learning rate is a hyper-parameter which con-
trols the extent of adjustment of the weights of the network con-
cerning the loss gradient. This hyper-parameter affects the speed
at which the network can converge to some local minima.

3.3. Model architecture

Six models in total were trained and tested on the ‘‘Chest X-Ray
Images (Pneumonia)” dataset. A detailed description of each model
presented in the paper is given below:

3.3.1. Model 1
The first model consists of 2 convolutional layers, the first con-

volutional layer has 32 feature maps employing ReLU function, and
the second convolutional layer has 64 feature maps employing
ReLU function. Max-pooling layers of 2X2 dimensions are used
after each convolutional layer. A flattening layer is placed behind
these layers. 2 dense layers are used, the first dense layer has
256 output perceptrons employing ReLU and second dense layer
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with two output perceptrons using softmax function. Learning rate
is reduced to 0.001. Adam optimizer has been used with categori-
cal cross-entropy as the cost function.
3.3.2. Model 2
The second model consists of 3 convolutional layers; first con-

volutional layer has 32 feature maps employing ReLU, the second
convolutional layer has 64 feature maps employing ReLU and third
convolutional layer has 128 feature maps employing ReLU. Max-
pooling layers of 2X2 dimensions are used after each convolutional
layer. 2 dense layers have been used, the first dense layer has 256
output perceptrons employing ReLU and second dense layer with
two output perceptron using softmax function. Dropout layer is
also added. Learning rate of the model is reduced to 0.0001. Adam
optimizer has been used with categorical cross-entropy as the cost
function.
Fig. 4. Shows the graphical representation of shortcut connections.
3.3.3. VGG16 and VGG19
VGG16 is a CNN model which was developed by Simonyan and

Zisserman [6]. It was one of the most notable models submitted to
the ILSVRC 2014 competition. This model achieves a 92.7% top-5
test accuracy on the ImageNet dataset. In total, the network has
16 layers [6]. VGG16 introduced multiple 3X3 kernel-sized filters
one after the other replacing large kernel sized filters which were
used in earlier models. Multiple layers of kernels result in
increased depth of the neural network. This enables the neural net-
work to understand and recognize more complex features and pat-
terns. Vgg16 contains convolutional layers of 3x3 dimensions,
average-pooling layers of 2x2 dimensions, and fully connected lay-
ers. The initial width of the neural network is 64. The width of the
neural network doubles after each pooling layer. The first two fully
connected layers, each have 256 channels, and the third layer has
two channels. The first two hidden layers employ ReLU activation
function, and the final layer employs a softmax activation function.
Dropout was applied after each 256 channel dense layer. Learning
rate of the network is 0.0001. Adam optimizer has been used with
categorical cross-entropy as the cost function. The representational
depth of VGG16 is beneficial for classification accuracy.

Vgg19 which is a variant of VGG16 is a 19-layer convolutional
neural network which is used mainly for image classification. Its
basic architecture is similar to that of VGG16 [6]. The only differ-
Fig. 5. Architecture
ence in VGG19 is the use of 2 dense layers having 256 and two
channels, and the learning rate being reduced to 0.00001.
3.3.4. ResNet50
ResNet stands for residual network and is primarily used for

image classification. Microsoft’s ResNet achieved a 3.57% top 5
error on the ImageNet dataset and won the ILSVRC classification
contest in 2015 [13]. The network’s convolutional layers have
3X3 filters, and downsampling is done directly by the convolu-
tional layers having a stride of 2. The last layer of the network is
a fully-connected layer with 256 and two channels employing
ReLU and softmax activation functions, respectively. Learning rate
of the network is 0.000001. Adam optimizer has been used with
categorical cross-entropy as the cost function. Shortcut connec-
tions are used in ResNet to rectify the problems of degrading accu-
racy and vanishing gradient, which occur in deep neural networks.
These connections allow the network to skip through layers which
it feels are irrelevant for training. This reduces the training error
and helps the network to converge faster in comparison to other
networks. Fig. 4 depicts the working of shortcut connections in
ResNet50 model.

ResNet has multiple variants such as ResNet50, ResNeXt,
ResNet34, ResNetV2 etc. ResNet50 was used on chest x-ray dataset
to classify x-ray images into two classes. ResNet50 is a residual
network consisting of 50 layers.
3.3.5. Inception-v3
Inception v3 depicted in Fig. 5 is a convolutional neural network

used for image classification. Inception v3 is a CNN with 42 layers.
of Inception-v3.
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It has multiple variants such as inceptionv1/google net, inception
v2, and inception v4. Inception v1 was the first runner up at the
ILSVRC 2015 competition [5]. GoogleNet/ inception v1 was intro-
duced in 2015, later with each new version; some new features
were introduced.

Auxiliary classifiers were introduced in Inception v1. Auxiliary
classifiers were added to avoid or prevent the activation of each
layer to converge to zero. Batch normalization was introduced in
Inception v2. This is a technique which rectifies the problem of
vanishing gradients and zero activations by reducing the internal
covariate shift. Additional factorization was first used in Inception
v3, to reduce the number of connections/parameters of the net-
work without decreasing the network efficiency. Learning rate of
the network is 0.000001. Adam optimizer has been used with cat-
egorical cross-entropy as the cost function. Fig. 4 shows the basic
architecture of the inception-v3 network.

4. Experimental results and discussions

Six models were trained and tested on Chest X-Ray Images
(Pneumonia) dataset consisting of 5216 images for training and
624 images for testing the models. The same technique of data
pre-processing has been used for all six models. Performance mea-
sures used to analyze and identify the best performing models are
Accuracy, Recall, and F1. The main significance of selecting an
Fig. 6. Shows the accuracy an

Fig. 7. Shows the accuracy an
appropriate performance measure for classification task is an
important challenge. In this paper, we have considered Accuracy,
Recall and F1 score as evaluation measures. Accuracy measure is
validation accuracy or classification accuracy of the model. The
recall is used as performance evaluation measure in detection of
bacterial pneumonia and viral pneumonia infected patients. If an
actual positive patient is predicted as negative, then consequence
can be very bad for the patient’s health. Whereas precision is a
good measure to evaluate the scenarios where false positive cost
are high. A false positive means that the Chest X-Ray Images that
are not having bacterial pneumonia and viral pneumonia infection,
have been marked as bacterial pneumonia and viral pneumonia by
the model. Precision is that how many of observations are really
positive and how exact the model is. If precision is not high for
the proposed model then, we may obtain a wrong diagnosis. F1
score performance measure is better than precision and recall as
it will create balance between them for the uneven Normal, Bacte-
rial Pneumonia, and Viral Pneumonia class distribution with large
number of actual negatives.

The Accuracy [21] is given by Eq. (5) as follows:

Accuracy ¼ t posþ t neg
t posþ t neg þ f posþ f neg

ð5Þ

Recall and F1 score [21] are given by Eq. (6) and Eq. (7) respec-
tively which are as follows:
d loss graph of Model 1.

d loss graph of Model 2.



Table 1
Confusion matrices of Model 1 and Model 2.

True Table Predicted Label

165 69
23 367

Table 2
Confusion matrices of Model 1 and Model 2.

True Table Predicted Label

192 42
6 384

Table 3
Shows the values of performance measures achieved by model 1 and model 2.

Model Name Accuracy Recall F1 Score

Model 1 85.26% 94% 89%
Model 2 92.31% 98% 94%

Table 4
Show Confusion matrices of VGG16, VGG19, ResNet50, and Inception-v3 resp.

True Table Predicted Label

168 66
14 376

Table 5
Show Confusion matrices of VGG16, VGG19, ResNet50, and Inception-v3 resp.

True Table Predicted Label

182 52
20 370

Table 6
Show Confusion matrices of VGG16, VGG19, ResNet50, and Inception-v3 resp.

True Table Predicted Label

104 130
10 380

Table 7
Show Confusion matrices of VGG16, VGG19, ResNet50, and Inception-v3 resp.

True Table Predicted Label

116 118
63 327
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Recall ¼ t pos
t posþ f neg

ð6Þ

F ¼ 2:
precision:recall
precisionþ recall

ð7Þ

t_pos, t_neg, f_pos and f_neg mentioned in the above formula
are True Positive, True Negative, False Positive and False Negative,
respectively. The recall is the measure of a total number of true,
relevant results that are returned. Recall of a model is crucial when
the cost of false negatives is high. The recall is also known as sen-
sitivity. Generally speaking, the F1 Score is the harmonic mean of
precision and recall. If the F1 Score of a model is high, this means
that the number of false positives and false negatives are less. It is a
weighted average of recall and precision. The following sub-
headings analyze the performance of the CNN models and the
transfer learning models presented in this paper.

4.1. Analysis of CNN models

For the experimental result evaluations out of the three classes
normal patients, bacterial pneumonia and viral pneumonia for the
sake of simplicity, the bacterial and viral pneumonia classes have
been merged into one class as infected. The results have thus been
evaluated as pneumonia predicted and normal.

Confusion matrix provides an insight about the error being
made by the classifier. It is used to describe the performance of
classification model on the test images for true values are known.
It summarizes the production results. Confusion matrices of CNN
models are given below:

Recall and F1 Score of CNN models are calculated from the
above confusion matrices. Comparative analysis of performance
measures of two CNN models has been presented below based
on the results achieved while training and testing on the dataset.

Model 1 had training accuracy and training loss of 92.52% and
19.33% respectively. The validation accuracy achieved by model 1
is 85.26%, whereas the validation loss is 38.36%. Similarly, for
Model 2, the training accuracy and training losses are 96.30% and
9.98% respectively. The validation accuracy and validation loss
attained by Model 2 are 92.31% and 25.23% respectively. Hence,
it can be concluded that Model 2 has outperformed Model 1 as it
has achieved higher value against each performance measure.
Model 2 is not only a better performing model; it is a consistent
and efficient model having scored above 90% in all the three perfor-
mance measures and has an exceptionally high recall of 98%.
Model 1 shows more over-fitting than Model 2. Model accuracy
and model loss graph of each model is depicted in Fig. 6 and Fig. 7.

4.2. Analysis of transfer learning models

Confusion matrices of Transfer Learning models are given
below:

Confusion matrices depicts the error made by the classifier
models and from the analysis drawn from Tables 1, 2, 4–7 it is
observed that Model 2 has 6.7% error (minimum among all) while
the error observed in all the other models is more than 10% and
ResNet50 being the worst among these models with an error rate
of 21%. Comparative analysis of performance measures of four
Transfer Learning models (VGG16, VGG19, ResNet50, and
Inception-v3) has been presented below based on the results
achieved during training and testing on the dataset (see Table 3).

ResNet50 and Inception-v3 show substantial overfitting as the
difference between training, and validation accuracy is quite large.
These two models have large validation loss, and their validation
accuracy or classification accuracy is also low. Hence, these two
models show poor performance. The graphical representation of
model accuracy and model loss of ResNet50 and Inception-v3 are
shown in Figs. 8 and 9, these show the variation in training and val-
idation accuracies and loss with increase in epochs (see Tables 8–
10).

On the other hand, VGG16 and VGG19 show less overfitting.
Their validation accuracy is also high. The conclusion that can be
drawn from the above comparative analysis is that VGG19 outper-
forms every other Transfer Learning model as it has achieved the
highest values for classification accuracy and F1 Score. Its recall
is lesser than VGG160s, but VGG19 has a better overall perfor-
mance. These four models are deep neural networks having a large
number of layers. Their validation accuracy is lesser than the CNN



Fig. 8. Shows the accuracy and loss graph of ResNet50.

Fig. 9. Shows the accuracy and loss graph of Inception-v3.

Table 9
Shows the values accuracy and loss achieved by each model during training and
validation.

Model Name Training
Accuracy

Training
Loss

Validation Validation
Loss

Accuracy
VGG16 95.61% 12.03% 87.17% 37.94%
VGG19 92.85% 18.01% 88.46% 34.29%
ResNet50 94.29% 14.32% 77.56% 68.36%
Inception-v3 88.96% 28.20% 70.99% 97.56%

Table 8
Shows the values of performance measures achieved by each model.

Model Name Accuracy Recall F1 Score

VGG16 87.18% 96% 90%
VGG19 88.46% 95% 91%
ResNet50 77.56% 97% 84%
Inception-v3 70.99% 84% 78%

8 R. Jain et al. /Measurement 165 (2020) 108046
models (shallow networks) presented above, given the smaller size
of dataset used for training and testing. If larger datasets are used,
these deep neural networks are likely to outperform the CNN mod-
els (shallow networks). The graphical representation of model
accuracy andmodel loss of VGG16 and VGG19 are shown in Figs. 10
and 11 which show the variation in training and validation accura-
cies and loss with an increase in epochs.
5. Conclusion and future work

This research paper presents two high performing neural net-
works for real-time applications. Both models are highly accurate
and consistent. The recall is an important performance evaluator
in this work as it is necessary to minimize the number of false neg-
atives in the case of medical imaging. Recall of Model 2 is as high as
98%, and VGG19 also attains a high recall of 95%. Model 2 and
VGG19 networks obtained high f1 scores of 94% and 91%
respectively.

In the view of an impressive performance against all perfor-
mance measures, Model 2 and VGG19 models can be effectively
used by medical officers for diagnostic purposes for early detection
of pneumonia in children as well as adults. A large number of x-ray
images can be processed very quickly to provide highly precise
diagnostic results, thus helping healthcare systems provide effi-
cient patient care services and reduce mortality rates.

In future work, authors of this paper aim to improve the classi-
fication accuracy of all the models by fine-tuning every parameter
and hyper-parameter. Rajpurkar et al. [4] presented ChexNet
model, which is an efficient and accurate model that can be used
for real-time applications. Models presented in this paper can be
extended to classify other diseases as CheXNet did with high accu-
racy. Overall performance of the models can be improved with the
use of larger datasets.



Table 10
Comparison with previous work.

Paper
number

Topic Methodology Accuracy Our outcome

[21] Pneumonia Detection Using CNN based
Feature Extraction

CNN Models along with
DenseNet-169 and SVM

80.02% Using DenseNet-169 85.28% using VGG16

[22] A transfer learning method with deep
residual network for pediatric pneumonia
diagnosis

VGG16 and CNN 74.2% using VGG16 85.28% using VGG16

[23] Deep neural network ensemble for
pneumonia localization from a large-scale
chest x-ray database

RetinaNet + Mask RCNN 75.8% 77.56% using ResNet50

[24] Diagnosis of Pneumonia from Chest X-Ray
Images using Deep Learning

VGG16 and Xception 87% using VGG16 and 82% using
Xception

87.28% using VGG16 and
88.46% using VGG19

[25] Chest X-ray Image Classification Using
Faster R-CNN

Fully connected RCNN 62% 92.31% using three CNN
model

Fig. 10. Shows the accuracy and loss graph of VGG16 model.

Fig. 11. Shows the accuracy and loss graph of VGG19 model.
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